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ABSTRACT
This paper presents the possibilities of broadcast-
ing and dissemination of experimental data, ob-
tained from direct real-time measurements of a 
physical objects - small turbojet engine MPM-20. 
The key factor of this data transfer is to minimize la-
tency of the data transfer and computational over-
head that may slow down or jam the control com-
puter. This is why the usage of UDP protocol has 
been proposed. Since the utilization of the existing 
measuring aperture with both original hardware 
(HW) and software (SW) acquisition equipment is 
necessary, the proposed solution is not created us-
ing modifications of original HW and SW modules 
but the addition of newly created ones. Whereas 
the remote monitoring of the MPM-20 also re-
quires audiovisual (A/V) contact, we also propose a 
module to transfer A/V as a stream from an array of 

IP cameras that are capturing the area of the object 
MPM-20 in the real time.

1. Introduction 
	 Lately the dissemination of information and 
digital content has become a standard way of in-
teractive learning, cooperative research as well as 
other activities mostly present in other university 
activities connected with research propagation. In 
case of systems, where it is possible to remotely 
monitor or even control the respective system 
(e.g. complex thermodynamic systems) the re-
quirements for quality on-time data is essential. 
In the laboratory of intelligent control systems of 
jet engines (LIRS LM) the requirement of real-time 
online data transfer with possible broadcast is also 
becoming necessary, mostly due to international 
cooperation, remote research presentation and 
educational purposes [1][3][4]. However, there are 
constraints that need to be accepted for the solu-
tion to be applicable in this particular scenario.
	 There are several elements that are considered 
crucial in data exchange in general. In computer 
systems, one of the most important element is 
the time latency. When using protocols of higher 
network layers, more and more data overhead is 
created because of more complex services that 
are required for these layers. However, the usage 
of standard protocols, even on the transport layer 
(UDP or TCP), may be of use in case the system can 
handle small time latency (e.g. 1-150 ms). Differ-
ences between the protocols create the possibility 
of latency minimization [8]. 
	 Data quality and the receive rate is also impor-
tant but mostly in applications, where the outage 
of several samples may degrade the whole system 
observation. In case the sampling rate is relatively 
high (10-100 samples per second) the monitoring 
activities (particularly in complex thermodynamic 
systems) can handle minor data outages, for ex-
ample through prediction models or other types 
of intelligent algorithms. 
	 Dissemination and broadcasting of any content 
usually requires connectivity with high bandwidth. 
This is why it is important to minimize amount of 
transferred data. If large amount of data is being 
transferred (e.g. A/V content in FullHD or uncom-
pressed raw A/V) a separate transfer line is usually 
required. From the hardware point of view, the op-
tical line is necessary because it sufficiently meets 
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the requirements of such amount of data in the 
transfer channel. However it is important to dis-
cover bottlenecks in the whole dataflow process 
including source machine, data conversion and 
encapsulation, transfer medium and protocols, 
data processing and finally the target machine. 
	 The last but not the least important factor is the 
processor, memory and hard drive load of both the 
source and target machines. Separate processes 
that are used for calculations and mathematical 
evaluations should  have lower processor time pri-
ority because they tend to clog other processes. 
In some cases, the priority leveling may not be a 
sufficient solution. To ensure low load level, com-
putations should be done within processes that 
are critical for enough processor time supply. How-
ever, such solutions require modification of exist-
ing processes, thus reprogramming of state-of-the 
art software which is complicated and usually not 
efficient enough. 
	 In this paper we take all previous factors in con-
sideration. Some authors also stated the possibil-
ity of lower layer data transfer within one physical 
machine [8] but this approach is not applicable in 
conditions of LIRS LM laboratory because it would 
require the modification of existing SW and HW 
platform. This modification could create instability 
in the measuring aperture and related SW mod-
ules. The scenario and reasoning of selected and 
created solution is described in the experimental 
section of this paper.
	 The experimental section of this paper is con-
centrated on the creation of real-time data transfer 
scenario with detailed description of the scenario 
parameters.

2. Multimedia Transfer Possibilities in LIRS LM
	 The knowledge gained from the experiments will 
be implemented in the final solution - the transfer 
of data between LIRS LM laboratory (engine test-
ing facility) with newly created multimedia lecture 
room (MLR) as the primary goal. Both of these 
objects are located on grounds of the Faculty of 
Aeronautics, Technical university of Košice. In the 
second iteration, we suggest that any computer 
connected to the internet will be able to connect 
to a remote server application and watch the live 
data and A/V stream of the MPM-20 and TJ-100 en-
gines running processes with respective visualiza-
tion of virtual dashboards [2][4][6]. The final con-

nection scenario has following elements:
Unicast - Send data from Control PC in LIRS LM to 
“lirslm.fei.tuke.sk” server 
Broadcast - Send data from LIRS LM server to 
connected workstations (clients) in MLR
Capture and visualize data received from “lirslm.
fei.tuke.sk” data and A/V broadcast

2.1 Network outage test 
	 There are some constraints that have to be taken 
into account. First of them is the physical layer of 
the network, which is currently represented by 
copper, shielded twisted pair cable and covered 
by 100Mbps of link speed (see Fig. 1). The connec-
tion speed is limited due to switch that is used as 
a basic connection component for home networks 
and is not suitable for fast and reliable data transfer. 
Moreover, the switch is also used as a repeater in a 
150 meter branch of the network (see Fig. 1). Such 
a length is limiting for signal quality, thus the con-
nection outages are common and the link quality 
is fairly low in this particular case. 
	 To prove the need of upgrading original network 
to optical, we have carried out 5 separate ICMP pro-
tocol request/response measurements (100 pack-
ets in every measurement) and gained knowledge 
about mean number of outages and mean latency 
of the connection. The request source is the local 
control computer in the LIRS LM laboratory which 
should be the data source in the final scenario. The 
target has been set to the dissemination and data 
handling server “lirslm.fei.tuke.sk” located in the 
ÚVT building of the Technical university in Košice 
(cca. 5 km optical cable length - see. Fig. 1).
	 Results, gained from the respective test are pre-
sented in Tab. 1. As we may see from the values, the 
percentage of outages is high, thus the quality of 
the network connection is insufficient to transfer 
large amounts of data sensitive to quality (A/V).
	
2.2 Final data and A/V transfer scenario 
 If the deployment of the optical connection is 
finished the scenario of the data transfer will be 
carried out as described in the previous part of 
this chapter (3 elements of the final scenario). To 
ensure that the reliability of the transfer is high 
enough we need to separate computational tasks 
from visualization tasks. This is why it is logical to 
use two physically separate server machines that 
each handle different types of processor time sen-
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be implemented in the processor time sensitive 
applications as we have stated earlier in the intro-
duction. To achieve this state, we may modify the 
scheme for data acquisition, which is a LabView 
scheme. LabView and Matlab Simulink are two pro-
cesses that need the greatest amount of processor 
time during real-time measurements of the MPM-
20 engine. 
	 Implementation of a UDP sender is simple and 
does not create excessive load, thus does not clog 
the control computer. The UDP sender implemen-
tation scheme in LabView is presented in Fig. 2.
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Fig. 1: Original scenario of the physical network layer for latency 

and outage test (red line - bottleneck).

Table 1: Values measured during the ICMP response/request test 

for non optical connection

Measurement No Packet 
loss 
[%]

Latency 
min 
[ms]

Latency 
max 
[ms]

Latency 
avg. 
[ms]

1 16 0 31 1

2 19 0 45 3

3 17 0 20 2

4 17 0 20 2

5 19 0 7 2

sitive tasks. As we have stated earlier, the “lirslm.fei.
tuke.sk” will handle computational part and data 
colleting. This server is already hosting several cli-
ent - server based application and is optimized 
for this particular type of tasks. The second server 
will handle A/V content, its capturing, storage and 
streaming. Particularly storage and streaming is a 
task that requires high computer performance.

2.3 Computational load minimization
 As it was stated in the introduction, one of the 
main problems is not to clog the control pc with 
too much overhead data for sending. Multimedia 
content is rather large and compression processes 
require lots of computational time. The best solu-
tion to overcome this issue is to load the network 
that will be extended for this purpose, instead of 
the control PC. We can achieve this load distribu-
tion using IP cameras instead, connected directly 
to the LAN network instead of web cameras that 
have to be connected to a computer. The burden 
of sending the data in time however stays on the 
control PC. A separate application for data sending 
would create excessive load of the control com-
puter. This is why the sending of the data has to 

 

Fig. 2: UDP sender implemented in LabView. 

	 Elementary data from measurements will be re-
ceived on the server side by a separate receiving 
application and synchronized with A/V content 
stream from the second server “analytics.fei.tuke.
sk”. Synchronization is done according to time-
stamp that need to be sent with each data or A/V 
package from the sources. The receiving process 
will be done on a 5006 UDP port at the “lirslm.fei.
tuke.sk” machine. After the data and A/V stream 
content is synchronized, the data along with the 
A/V content will be presented on a server hosted 
application. This scenario describes a typical UNI-
CAST communication frame.

2.4 Dissemination and dataflow
	 The dissemination of the data and A/V is done by 
client connection to the mentioned server applica-
tion, which will be accessible from the internet and 
secured using SSL standard and a certificate of the 
respective server. The whole dataflow architecture 
with the implementation of all described services 
in the presented project is depicted in Fig. 3.
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Fig. 3: Dataflow architecture of the LIRS LM laboratory

			   3. Concept Simulation Results	
To test the proposed solution, we created an ex-
perimental setup:
Separate UDP sender program, started on PC 
connected to a broadband internet connection 
(Fig. 4)
Separate UDP receiver program, started on the 
“lirslm.fei.tuke.sk” server machine (Fig. 5).
We performed the same ICMP test as in the chap-
ter 2.1 with sufficient results (Tab.2).
Real experimental data file with 14 144 values 
(13 variables x 108,8 seconds x 10 samples/s)
One data package per cca. 1KB of data (1024 

byte buffer)
	 In this experiment we sent only data without the 
A/V content and with good network infrastructure. 
Also to demonstrate the possibility of on-time 
data receiving in a remote internet location (ADSL 
broadband) outside the local TUNET network we 
selected a basic home PC, which we connected to 
the 5006 UDP port, opened on “lirslm.fei.tuke.sk” 
server. We carried out the data sending scenario 
for 5 times and the time in which the data was re-
ceived was averaging around 1100 ms (1,1 s) as it 
may be seen in Fig. 5

4. Conclusions 
	 In this paper we proposed and constructed a 
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Fig. 4: UDP sender application for laboratory data without A/V.

 

Fig. 5: UDP receiver application for laboratory data without A/V.

Table 1: ICMP test for broadband connection.

Measurement No Packet 
loss 
[%]

Latency 
min 
[ms]

Latency 
max 
[ms]

Latency 
avg. 
[ms]

1 1 17 34 18

2 0 16 18 17

3 2 17 65 18

4 0 15 18 17

5 0 16 18 17

possible solution for fast and reliable data trans-
fer without severe modifications to the existing 
software and hardware platform of the laboratory. 
However, we present the idea of building an optical 
line connection to the laboratory, which is current-
ly being build and will soon be available for further 
experiments. This is why so far we have only cre-
ated a simulation outside the local TUNET network, 
which should have lower latencies than the tested 

broadband internet connection. Moreover, we pro-
posed a concept to join multimedia audiovisual 
content and data into a single server application 
using UDP unicast for data and A/V streaming with 
time synchronization. We assume that completion 
of the proposed scenarios and implementation 
of the concept will be beneficial not only for the 
educational purpose but also to demonstrate mea-
surements for a wider circle of researchers or public 
in the future. We expect to complete these works 
until the end of the 018TUKE-4/2012 “Progressive 
methods of education in the area of control and 
modeling of complex systems object oriented on 
aircraft turbo-compressor engines.” KEGA project, 
since they are one of its final expected practical re-
sults.
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