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ABSTRACT

This paper presents the possibilities of broadcast-
ing and dissemination of experimental data, ob-
tained from direct real-time measurements of a
physical objects - small turbojet engine MPM-20.
The key factor of this data transfer is to minimize la-
tency of the data transfer and computational over-
head that may slow down or jam the control com-
puter. This is why the usage of UDP protocol has
been proposed. Since the utilization of the existing
measuring aperture with both original hardware
(HW) and software (SW) acquisition equipment is
necessary, the proposed solution is not created us-
ing modifications of original HW and SW modules
but the addition of newly created ones. Whereas
the remote monitoring of the MPM-20 also re-
quires audiovisual (A/V) contact, we also propose a
module to transfer A/V as a stream from an array of

Acta Mechanica Slovaca
Journal published by Faculty of Mechanical Engineering - Technical University of KoSice

IP cameras that are capturing the area of the object
MPM-20 in the real time.

1. Introduction

Lately the dissemination of information and
digital content has become a standard way of in-
teractive learning, cooperative research as well as
other activities mostly present in other university
activities connected with research propagation. In
case of systems, where it is possible to remotely
monitor or even control the respective system
(e.g. complex thermodynamic systems) the re-
quirements for quality on-time data is essential.
In the laboratory of intelligent control systems of
jet engines (LIRS LM) the requirement of real-time
online data transfer with possible broadcast is also
becoming necessary, mostly due to international
cooperation, remote research presentation and
educational purposes [1][3][4]. However, there are
constraints that need to be accepted for the solu-
tion to be applicable in this particular scenario.

There are several elements that are considered
crucial in data exchange in general. In computer
systems, one of the most important element is
the time latency. When using protocols of higher
network layers, more and more data overhead is
created because of more complex services that
are required for these layers. However, the usage
of standard protocols, even on the transport layer
(UDP or TCP), may be of use in case the system can
handle small time latency (e.g. 1-150 ms). Differ-
ences between the protocols create the possibility
of latency minimization [8].

Data quality and the receive rate is also impor-
tant but mostly in applications, where the outage
of several samples may degrade the whole system
observation. In case the sampling rate is relatively
high (10-100 samples per second) the monitoring
activities (particularly in complex thermodynamic
systems) can handle minor data outages, for ex-
ample through prediction models or other types
of intelligent algorithms.

Dissemination and broadcasting of any content
usually requires connectivity with high bandwidth.
This is why it is important to minimize amount of
transferred data. If large amount of data is being
transferred (e.g. A/V content in FullHD or uncom-
pressed raw A/V) a separate transfer line is usually
required. From the hardware point of view, the op-
tical line is necessary because it sufficiently meets
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the requirements of such amount of data in the
transfer channel. However it is important to dis-
cover bottlenecks in the whole dataflow process
including source machine, data conversion and
encapsulation, transfer medium and protocols,
data processing and finally the target machine.

The last but not the least important factor is the
processor, memory and hard drive load of both the
source and target machines. Separate processes
that are used for calculations and mathematical
evaluations should have lower processor time pri-
ority because they tend to clog other processes.
In some cases, the priority leveling may not be a
sufficient solution. To ensure low load level, com-
putations should be done within processes that
are critical for enough processor time supply. How-
ever, such solutions require modification of exist-
ing processes, thus reprogramming of state-of-the
art software which is complicated and usually not
efficient enough.

In this paper we take all previous factors in con-
sideration. Some authors also stated the possibil-
ity of lower layer data transfer within one physical
machine [8] but this approach is not applicable in
conditions of LIRS LM laboratory because it would
require the modification of existing SW and HW
platform. This modification could create instability
in the measuring aperture and related SW mod-
ules. The scenario and reasoning of selected and
created solution is described in the experimental
section of this paper.

The experimental section of this paper is con-
centrated on the creation of real-time data transfer
scenario with detailed description of the scenario
parameters.

2. Multimedia Transfer Possibilities in LIRS LM

The knowledge gained from the experiments will
be implemented in the final solution - the transfer
of data between LIRS LM laboratory (engine test-
ing facility) with newly created multimedia lecture
room (MLR) as the primary goal. Both of these
objects are located on grounds of the Faculty of
Aeronautics, Technical university of Kosice. In the
second iteration, we suggest that any computer
connected to the internet will be able to connect
to a remote server application and watch the live
data and A/V stream of the MPM-20 and TJ-100 en-
gines running processes with respective visualiza-
tion of virtual dashboards [2][4]1[6]. The final con-
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nection scenario has following elements:

m Unicast - Send data from Control PCin LIRS LM to
“lirslm.fei.tuke.sk” server

m Broadcast - Send data from LIRS LM server to
connected workstations (clients) in MLR

m Capture and visualize data received from “lirsim.
fei.tuke.sk” data and A/V broadcast

2.1 Network outage test

There are some constraints that have to be taken
into account. First of them is the physical layer of
the network, which is currently represented by
copper, shielded twisted pair cable and covered
by 100Mbps of link speed (see Fig. 1). The connec-
tion speed is limited due to switch that is used as
a basic connection component for home networks
and is not suitable for fast and reliable data transfer.
Moreover, the switch is also used as a repeater in a
150 meter branch of the network (see Fig. 1). Such
a length is limiting for signal quality, thus the con-
nection outages are common and the link quality
is fairly low in this particular case.

To prove the need of upgrading original network
to optical, we have carried out 5 separate ICMP pro-
tocol request/response measurements (100 pack-
ets in every measurement) and gained knowledge
about mean number of outages and mean latency
of the connection. The request source is the local
control computer in the LIRS LM laboratory which
should be the data source in the final scenario. The
target has been set to the dissemination and data
handling server “lirsim.fei.tuke.sk” located in the
UVT building of the Technical university in Kosice
(cca. 5 km optical cable length - see. Fig. 1).

Results, gained from the respective test are pre-
sented inTab. 1. As we may see from the values, the
percentage of outages is high, thus the quality of
the network connection is insufficient to transfer
large amounts of data sensitive to quality (A/V).

2.2 Final data and A/V transfer scenario

If the deployment of the optical connection is
finished the scenario of the data transfer will be
carried out as described in the previous part of
this chapter (3 elements of the final scenario). To
ensure that the reliability of the transfer is high
enough we need to separate computational tasks
from visualization tasks. This is why it is logical to
use two physically separate server machines that
each handle different types of processor time sen-
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Fig. 1: Original scenario of the physical network layer for latency
and outage test (red line - bottleneck).

Table 1: Values measured during the ICMP response/request test
for non optical connection

MeasurementNo  Packet Latency Latency Latency

loss min max avg.
[%] [ms] [ms] [ms]
1 16 0 31 1
2 19 0 45 3
3 17 0 20 2
4 17 0 20 2
5 19 0 7 2

sitive tasks. As we have stated earlier, the “lirsim.fei.
tuke.sk” will handle computational part and data
colleting. This server is already hosting several cli-
ent - server based application and is optimized
for this particular type of tasks. The second server
will handle A/V content, its capturing, storage and
streaming. Particularly storage and streaming is a
task that requires high computer performance.

2.3 Computational load minimization

As it was stated in the introduction, one of the
main problems is not to clog the control pc with
too much overhead data for sending. Multimedia
content is rather large and compression processes
require lots of computational time. The best solu-
tion to overcome this issue is to load the network
that will be extended for this purpose, instead of
the control PC. We can achieve this load distribu-
tion using IP cameras instead, connected directly
to the LAN network instead of web cameras that
have to be connected to a computer. The burden
of sending the data in time however stays on the
control PC. A separate application for data sending
would create excessive load of the control com-
puter. This is why the sending of the data has to
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be implemented in the processor time sensitive
applications as we have stated earlier in the intro-
duction. To achieve this state, we may modify the
scheme for data acquisition, which is a LabView
scheme. LabView and Matlab Simulink are two pro-
cesses that need the greatest amount of processor
time during real-time measurements of the MPM-
20 engine.

Implementation of a UDP sender is simple and
does not create excessive load, thus does not clog
the control computer. The UDP sender implemen-
tation scheme in LabView is presented in Fig. 2.

147.232.125.34

String ... l

UDP QOpen

Boolean ...

Fig. 2: UDP sender implemented in LabView.

Elementary data from measurements will be re-
ceived on the server side by a separate receiving
application and synchronized with A/V content
stream from the second server “analytics.fei.tuke.
sk’ Synchronization is done according to time-
stamp that need to be sent with each data or A/V
package from the sources. The receiving process
will be done on a 5006 UDP port at the “lirsIm.fei.
tuke.sk” machine. After the data and A/V stream
content is synchronized, the data along with the
A/V content will be presented on a server hosted
application. This scenario describes a typical UNI-
CAST communication frame.

2.4 Dissemination and dataflow

The dissemination of the data and A/V is done by
client connection to the mentioned server applica-
tion, which will be accessible from the internet and
secured using SSL standard and a certificate of the
respective server. The whole dataflow architecture
with the implementation of all described services
in the presented project is depicted in Fig. 3.
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Fig. 3: Dataflow architecture of the LIRS LM laboratory

3. Concept Simulation Results
To test the proposed solution, we created an ex-
perimental setup:
m Separate UDP sender program, started on PC
connected to a broadband internet connection
(Fig. 4)
m Separate UDP receiver program, started on the
“lirslm.fei.tuke.sk” server machine (Fig. 5).
m We performed the same ICMP test as in the chap-
ter 2.1 with sufficient results (Tab.2).
m Real experimental data file with 14 144 values
(13 variables x 108,8 seconds x 10 samples/s)
m One data package per cca. 1KB of data (1024
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In this experiment we sent only data without the
A/V content and with good network infrastructure.
Also to demonstrate the possibility of on-time
data receiving in a remote internet location (ADSL
broadband) outside the local TUNET network we
selected a basic home PC, which we connected to
the 5006 UDP port, opened on “lirsim fei.tuke.sk”
server. We carried out the data sending scenario
for 5 times and the time in which the data was re-
ceived was averaging around 1100 ms (1,1 s) as it
may be seen in Fig. 5

4, Conclusions
In this paper we proposed and constructed a



Acta Mechanica Slovaca
Journal published by Faculty of Mechanical Engineering - Technical University of KoSice

8 Odosiela dit UNICAST UDP [=ife]E=])
Parsed values

@ roeoies counrans
Decimal_Separator

s e
Coms O

ertr LRSLILIEZ0
2011/09/19

me |V Zmzurzsssyisu

~End .

P Adeea ool
i Ot

ZBVIEW Measuremert

i
1]
i
D

[Notes X valves guaranteed vald only for Tic (Last)

(Crarnels 13

Samples 1 1 1 1 1 1 1 1 1 1 1 1

Dt 20110919 20110919 2010949 200/0818 2010918 2010919 210913 210813 2010919 01091 010919 21/013 20110919

Tme  14T7128126108978271484375  14TZT2812BI0BTTEVIABAITS  14T7I2SINIBIRTIACATS  1417T2ENBIBTEIBLTS  14TTI2EIBIOGIRTIBTS  141712812810897627 48435
1417128128108978271484375.  1417128128108976271484375  1417128128108978271484375  14:171281281089782714B4375 141712 8128108978271484375 11 2647220472595214844
141712 3128108978271484375

Y_Unt bl DegC DeaC DegC DeaC DesC A A A Umn Vobs

XDmenson  Tme Tme Tme Tme Tme Tme Tme Tme Tme Tme Tme Tme Tme

koo SouconaaBeuoonniEsD D B300000000000008 0 0 050000aORREOOHOTES D 330000003%000000E 0

0.0000000000000000E=0 _0.0000000000000000E 0 _0.0000000000000000E0__0.0000000000000000E -0
ocke_x 0100005 01090950 1300000 1000005100000 8160000 3 100005 1009950 1500000 1000001 0000008 100000 | ddan

End_of_Header
( Vakie Tic (Las) T2o (Last) T (as) Tée (Last)

Tol (Last) P2c (Last) 3¢ (Last) Ppal (Last) Qpal (Last) Napatie_¢ SV [mﬂ) Unttled  Pozadovana_dodavka Untitied 1 Comment
meias  BE BES MR Rt e sl S0
manm e GRS B OMEIGIEINININONS RITE ORI
HOSLE  Gha  ReE PR EES DOMUIGHRIEINS  Smm  Dnhithhe
mmes: i FAICS T v B D el Pt Sim
et i Siis bormma e otmaes dcotmo s bsosmodooines
P e = S BEm mRimIGERSEIN® s Sim
o BRER RS RUSR 2w Olimdcuciomecdwm oot i  douiois
e E Ram S O e s sy 3
P I A N
mans & BEE BN BDS INTSOINEOIERIGRRONRR DI CORMOE
; ¥ Sn  Eans  saie  oowes ot oo otoomo
el GNE RRE B BN IMIGISINGONSTINER. SN SR
| o B i frraii Sib 1o Sissimosoois
RS BN BEEm BMEL BN it
i e TR LR 1 R v O U —— -
Fig. 5: UDP receiver application for laboratory data without A/V.
8 Prijimaci server pre UNICAST UDP =[]
IP Address [147232.125.34]
Start The Server. Disconnect
Time: Tie (Last) Tc Last) T3 (Last) Tée Last) Tol (Last) P2c (Last) P3c (Las\) Ppal (Last) Qpal (Last) Napatie_SV (Last) Untiled Pozadovana_dedavka Untiled 1 &
0 01 02 0. 04 05 08 07 08 03 1 11 14 15 16 17 18 19 2 21 22 23 24
25 26 27 28 29 3 3 32 33 34 35 36 37 38 39 4 41 42 43 44 45 46 47 48
43 5 5.1 52 53 54 55 56 57 58 59 62 63 6.4 65 66 67 68 69 7 7196 223 23
231 232 233 234 235 236 378 38 331 382 383 334 385 386394 583 584 585 586 587 588 589 59
736 i 738 738 74 741 742 743 8 891 892 893 894 895 1009 101
43211218 43234485 43298542 19.625063 19,703524 19‘29714 19526559 19327441 19.432582 19434537 19432845 19.383863 23674635
23673804 23511048 23875929 24082149 24215806 24.315515 24308583 34.938418 35075094 35.040896 34991482 X
il 3505645 35200758 35“315339073125 391 39,102163 35212534 39,16706 41573418
41462145 41, 1,465097 4150764 41562231 B 645371 150,705984 150,741305 150,90328 X
59537863 59.31248 5930078 58,213234 592333-43 53,161908 59.01 54 504542 54550032 54,399587 54519767 54.437608
54474154 52,651024 52,750701 52,668107 52542661 52,57 831653 52629892 525604256 549,337471 569707716
055091 604464174 618308915 63025867 558.742201 5588 . 618168 55968014 559876119 560,095008 360537
17z 220.101048 22012954
87157148 87. A 380834 7637267 536889846 536217350 528735873 528,
70049 528.7836 528.791755 133497533 133554275 133,713327 133.786439 133,69048 0234
3611 134.313208 134, 75.908913 75.864264 7530465\ 75.121693 74,785558
74510257 70.321867 70.509668 70.40176 70383036 70447“153 70.28420467. 160895 67 67.058623 67.167554
67,055172 67,064085 67,03109 66,9279971,2487  1,349506 1,382998 143258 11192 23&&13322&192301“8422’77”‘ 0,4547350,43175 0,372646 0,343094
0.327004 0.292855 0.268557 0.2537810,764703 0,791628 0.830046 0.868135 0,920344 0524613 1 026075 1.064164 1,650012 1675892 1681803 1. 1.668997 1.6407580,770285 0.667838 0563421 0.499063
045572 0412048 -0,002009 <D‘001352 DMWSSZQDDDSSS 83832 omswsoma?sann|53muuu7330n226130023932n 0.
0.03; 0,037066 0, 0400210, 039693 0, M\mﬂmmalmm\m 01 RHWDWWOWMHHZWSD“EBB‘ X
0.005001 0.001717 0.00377 -0.001157 DDD\W7DW377 nw&mﬁnmwznmszasowsmn 092t 0.086288
0087109 0,088341 0, 083825 0,084235 0,126521 0085467 0,086699 0.08793 0.08793 nnsznwnmmzuummmwm\n\zuaznmmcuum\mzsaxnmmsnwaz 012125901“‘060092521 =
0.116743 0,044488 0,044438 0045309 0,044488 0,045719 0,04654 0.045719 0,046351 DMWDDS751]80033561 0042435 0,03833 0.011234 0.010413 0,008771 0.010413 0,008771 0.011234 0,013287 0.012876 0.054751 0.055572
0055162 0,0572140,078973 0,093342 0,095805 0,094574 0,092521 0,096626 0096626 0.094984 0.09211 0,0953950,00133 0.00058 -0.00139 -0.000733 -0,00139 9.643132 9,636565 9641819 9.637879 9.643789
9633938 9636565 9.641819 9,644446 9,634535 9,629341 9,643132 9.641819 9,636565 9,640505-0.000733 0,011087 -0.000733 -0,002047 -0.000733 -DDDWEB -7.676648E-05 000255 0.001237-
0,002047 -0,000733 -0,002047 0,0018930,00139 0,00255 Pl 0,029475 0,072818 0,074132 0,0741 07t )7281 )| A
0.07478812112.250273 12704,630573 13298572343 14474791246 15024,979028 15622.101368 45228403437 4521051 WM 45219,029675 4520327347
45196,037814 45195,612259 45216833816 45209 § 65979745297 975747 45309520663 45303,961265 45303961265 45294,5561617958.232543  7837.092961 773355331 LI

Fig. 4: UDP sender application for laboratory data without A/V.

Table 1: ICMP test for broadband connection.

MeasurementNo  Packet Latency Latency Latency

loss min max avg.
[%] [ms] [ms] [ms]

1 1 17 34 18

0 16 18 17
2 17 65 18
0 15 18 17
0 16 18 17

U~ w N

possible solution for fast and reliable data trans-
fer without severe modifications to the existing
software and hardware platform of the laboratory.
However, we present the idea of building an optical
line connection to the laboratory, which is current-
ly being build and will soon be available for further
experiments. This is why so far we have only cre-
ated a simulation outside the local TUNET network,
which should have lower latencies than the tested

broadband internet connection. Moreover, we pro-
posed a concept to join multimedia audiovisual
content and data into a single server application
using UDP unicast for data and A/V streaming with
time synchronization. We assume that completion
of the proposed scenarios and implementation
of the concept will be beneficial not only for the
educational purpose but also to demonstrate mea-
surements for a wider circle of researchers or public
in the future. We expect to complete these works
until the end of the 018TUKE-4/2012 “Progressive
methods of education in the area of control and
modeling of complex systems object oriented on
aircraft turbo-compressor engines.” KEGA project,
since they are one of its final expected practical re-
sults.
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